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Abstract

Scientific data represents a significant portion of the linked open data cloud
and scientists stand to benefit from the data fusion capability this will a↵ord.
Publishing linked data into the cloud, however, doesn’t ensure the required
reusability. Publishing has requirements of provenance, quality, credit, attri-
bution and methods to provide the reproducibility that enables validation of
results. In this paper we make the case for a scientific data publication model
on top of linked data and introduce the notion of Research Objects as first class
citizens for sharing and publishing.

1. Introduction

Changes are occurring in the ways in which research is conducted. Within
wholly digital environments, methods such as scientific workflows, research pro-
tocols, standard operating procedures and algorithms for analysis or simulation
are used to manipulate and produce data. Experimental or observational data
and scientific models are typically “born digital” with no physical counterpart.
This move to digital content is driving a sea change in scientific publication,
and challenging traditional scholarly publication. Shifts in dissemination mech-
anisms are thus leading towards increasing use of electronic publication methods.
Traditional paper publications are, in the main linear and human (rather than
machine) readable. A simple move from paper-based to electronic publication,
however, does not necessarily make a scientific output decomposable. Nor does
it guarantee that outputs, results or methods are reusable.

Current scientific knowledge management serves society poorly, where for
example the time to get new knowledge into practice can be more than a decade.
In medicine, the information used to support clinical decisions is not dynamically
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linked to the cumulative knowledge of best practice from research and audit.
More than half of the e↵ects of medications cannot be predicted from scientific
literature because trials usually exclude women of childbearing age, people with
other diseases or those on other medications. Many clinicians audit the outcomes
of their treatments using research methods. This work could help bridge the
knowledge gap between clinical trials and real-world outcomes if it is made
reusable in wider research [1].

As a further example from the medical field, there are multiple studies re-
lating sleep patterns to work performance. Each study has a slightly di↵erent
design, and there is disagreement in reviews as to whether or not the overall
message separates out cause from e↵ect. Ideally the study-data, context infor-
mation, and modelling methods would be extracted from each paper and put
together in a larger model – not just a review of summary data. To do this
well is intellectually harder than running a primary study – one that measures
things directly. This need for broad-ranging “meta-science” and not just deep
“mega-science” is shared by many domains of research, not just medicine.

Studies continue to show that research in all fields is increasingly collabo-
rative [2]. Most scientific and engineering domains would benefit from being
able to “borrow strength” from the outputs of other research, not only in in-
formation to reason over but also in data to incorporate in the modelling task
at hand. We thus see a need for a framework that facilitates the reuse and
exchange of digital knowledge. Linked Data [3] provides a compelling approach
to dissemination of scientific data for reuse. However, simply publishing data
out of context would fail to: 1) reflect the research methodology; and 2) respect
the rights and reputation of the researcher. Scientific practice is based on pub-
lication of results being associated with provenance to aid interpretation and
trust, and description of methods to support reproducibility.

In this paper, we discuss the notion of Research Objects (ROs), semantically
rich aggregations of (potentially distributed) resources that provide a layer of
structure on top of information delivered as Linked Data. An RO provides a
container for a principled aggregation of resources, produced and consumed by
common services and shareable within and across organisational boundaries.
An RO bundles together essential information relating to experiments and in-
vestigations. This includes not only the data used, and methods employed to
produce and analyse that data, but also the people involved in the investiga-
tion. In the following sections, we look at the motivation for linking up science,
consider scientific practice and look to three examples to inform our discussion.
Based on this, we identify principles of ROs and map this to a set of features. We
discuss the implementation of ROs in the emerging Object Reuse and Exchange
(ORE) representation and conclude with a discussion of the insights from this
exercise and critical reflection on Linked Data and ORE.

2. Reproducible research, linking data and the publication process

Our work here is situated in the context of e-Laboratories, environments
that provide distributed and collaborative spaces for e-Science, enabling the

2



planning and execution of in silico and hybrid studies – processes that combine
data with computational activities to yield research results. This includes the
notion of an e-Laboratory as a traditional laboratory with on-line equipment
or a Laboratory Information Management System, but goes well beyond this
notion to scholars in any setting reasoning through distributed digital resources
as their laboratory.

2.1. Reproducible Research
Mesirov [4] describes the notion of Accessible Reproducible Research, where

scientific publications should provide clear enough descriptions of the protocols
to enable successful repetition and extension. Mesirov describes a Reproducible
Results System that facilitates the enactment and publication of reproducible
research. Such a system should provide the ability to track the provenance of
data, analyses and results, and to package them for redistribution/publication.
A key role of the publication is argumentation: convincing the reader that the
conclusions presented do indeed follow from the evidence presented.

De Roure and Goble [5] observe that results are “reinforced by reproducibil-
ity”, with traditional scholarly lifecycles focused on the need for reproducibil-
ity. They also argue for the primacy of method, ensuring that users can then
reuse those methods in pursuing reproducibility. While traditional “paper”
publication can present intellectual arguments, fostering reinforcement requires
inclusion of data, methods and results in our publications, thus supporting re-
producibility. A problem with traditional paper publication, as identified by
Mons [6] is that of “Knowledge Burying”. The results of an experiment are
written up in a paper which is then published. Rather than explicitly including
information in structured forms however, techniques such as text mining are
then used to extract the knowledge from that paper, resulting in a loss of that
knowledge.

In a paper from the Yale Law School Roundtable on Data and Code Shar-
ing in Computational Science, Stodden et al [7] also discuss the notion of Re-
producible Research. Here they identify verifiability as a key factor, with the
generation of verifiable knowledge being scientific discovery’s central goal. They
outline a number of guidelines or recommendations to facilitate the generation
of reproducible results. These guidelines largely concern openness in the data
publication process, for example the use of open licences and non-proprietary
standards. Long term goals identified here include the development of version
control systems for data; tools for e↵ective download tracking of code and data in
order to support citation and attribution; and the development of standardised
terminologies and vocabularies for data description. Mechanisms for citation
and attribution (including data citation, e.g. Data Cite1) are key in providing
incentives for scientists to publish data.

The Scientific Knowledge Objects [8] of the LiquidPub project describe ag-
gregation structures intended to describe scientific papers, books and journals.

1http://datacite.org/
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The approach explicitly considers the lifecycle of publications in terms of three
“states”: Gas, Liquid and Solid, which represent early, tentative and finalised
work respectively.

Groth et al [9] describe the notion of a “Nano-publication” – an explicit rep-
resentation of a statement that is made in scientific literature. Such statements
may be made in multiple locations, for example in di↵erent papers, and valida-
tion of that statement can only be done given the context. An example given
is the statement that malaria is transmitted by mosquitos, which will appear
in many places in published literature, each occurrence potentially backed by
di↵ering evidence. Each nano-publication is associated with a set of annotations
that refer to the statement and provide a minimum set of (community) agreed
annotations that identify authorship, provenance, and so on. These annotations
can then be used as the basis for review, citation and indeed further annota-
tion. The Nano-publication model described in [9] considers a statement to be
a triple – a tuple of three concepts, subject, predicate and object – which fits
closely with the Resource Description Framework (RDF) data model [10], used
widely for (meta)data publication (see the discussion on Linked Data below).
The proposed implementation uses RDF and Named Graphs2. Aggregation
of nano-publications will be facilitated by the use of common identifiers (fol-
lowing Linked Data principles as discussed in Section 7), and to support this,
the Concept Web Alliance3 are developing a ConceptWiki4, providing URIs
for biomedical concepts. The nano-publication approach is rather “fine-grain”,
focusing on single statements along with their provenance.

The Executable Paper Grand Challenge5 was a contest for proposals that
will “improve the way scientific information is communicated and used”. For
executable papers, this will be through adaptations to existing publication mod-
els to include data and analyses and thus facilitate the validation, citation and
tracking of that information. The three winning entries in 2011 highlight di↵er-
ent aspects of the notion of executable papers. Collage [11] provides infrastruc-
ture which allows for the embedding of executable codes in papers. SHARE [12]
focuses on the issue of reproducability, using virtual machines to provide exe-
cution. Finally, Gavish and Donoh [13] focus on verifiability, through a system
consisting of a Repository holding Verifiable Computational Results (VCRs)
that are identified using Verifiable Result Identifiers (VRIs). We note, however,
that none of these proposals provide an explicit notion of “Research Object” as
introduced here. In addition, provenance information is only considered in the
third proposal, where Gavish and Donoh suggest that the ability to re-execute
processes may be unnecessary. Rather, understanding of the process can be
supported through providing access to the computation tree along with inputs,
outputs, parameters and code descriptions.

2see Section 7 for an explanation of Named Graphs)
3http://www.nbic.nl/about-nbic/affiliated-organisations/cwa/introduction/
4http://conceptwiki.org/
5http://www.executablepapers.com/
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2.2. Linked Data
Benefits of explicit representation are clear. An association with a dataset (or

service, or result collection, or instrument) should be more than just a citation or
reference to that dataset (or service, or result collection). The association should
rather be a link to that dataset (or service, or result collection, or instrument)
which can be followed or dereferenced explicitly. Such linking provides access
to the actual resource and thus enactment of the service, query or retrieval of
data, and so on, fostering reproducability.

The term Linked Data is used to refer to a set of best practices for pub-
lishing and connecting structured data on the Web [3]. Linked Data explicitly
encourages the use of dereferenceable links as discussed above, and the Linked
Data “principles” – use of HTTP URIs for naming, providing useful information
when dereferencing URIs, and including links to other URIs – are intended to
foster reuse, linkage and consumption of that data. Further discussion of Linked
Data is given in Section 7.

2.3. Preservation and Archiving
The Open Archival Information System (OAIS) reference model [14] de-

scribes ”open archival information systems” which are concerned with preserv-
ing information for the benefit of a community. The OAIS Functional Model
describes a core set of mechanisms which include Ingest, Storage and Access
along with Planning, Data Management and Administration. There is also sep-
aration of Submission Information Packages, the mechanism by which content
is submitted for ingest by a Producer; Archival Information Package, the ver-
sion stored by the system; and Dissemination Information Package, the version
delivered to a Consumer.

OAIS considers three external entities or actors that interact with the sys-
tem. Producers, Management and Consumers, to characterise those who trans-
fer information to the system for preservation; formulate and enforce high level
policies (planning, defining scope, providing ”guarantees”) and are expected to
use the information respectively. OAIS also consider a notion of a Designated
Community, a subset of consumers that are expected to understand the archived
information.

2.4. Scientific Publication Packages
One notable precursor to the notion of Research Object presented in this

paper is the idea of Scientific Publication Packages (SPP), proposed in 2006 by
Hunter to describe “the selective encapsulation of raw data, derived products,
algorithms, software and textual publications” [15].

SPPs are motivated primarily by the need to create archives for the variety
of artifacts, such as those listed above, that are produced during the course
of a scientific investigation. In this “digital libraries” view of experimental
science, SPPs ideally contain not only data, software, and documents, but their
provenance as well. As we note here, the latter is a key enabler both for scientific
reproducibility, and to let third parties verify scientific accuracy. Thus, SPPs are
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essentially containers that, unlike standard file packaging tools such as tar, or
zip, adopt a specific terminology to provide a description of their content. Such
terminology is an e-science specific extension of the ABC class hierarchy [16],
previously proposed by the same authors as a generic taxonomy of terms for
recording events in the life cycle of digital objects in a library. Examples of
specialisations include terms such as Experiment and Simulation (both types of
Event), as well as Model and Theory (a type of Work). Although the taxonomy
is simple and does not include terms to describe the relationships amongst
the artifacts within a SPP, this proposal pre-dates the idea, common to our
Research Objects, of combining containers with vocabularies for expressing a
rich description of content.

To the best of our knowledge, the interesting preservation architecture de-
signed around SPPs has remained at a prototype stage, making this more of an
interesting point of reference than a baseline for a concrete implementation of
a RO assembly and sharing toolkit.

2.5. Content vs Container
In terms of the conceptual models that can support the scientific process,

there is much current interest in the representation of Scientific Discourse and
the use of Semantic Web techniques to represent discourse structures (e.g see [17]).
Ontologies such as EXPO [18], OBI [19], MGED [20] and SWAN/SIOC [21] pro-
vide vocabularies that allow the description of experiments and the resources
that are used within them. The HyPER community is focused on infrastructure
to support Hypotheses, Evidence and Relationships. The Semantic Publishing
and Referencing (SPAR) Ontologies6 [22] also provide facilities for describing
the component parts of documents and the scholarly publishing process.

In the main, however, this work tends to focus on the details of the rela-
tionships between the resources that are being described – what we might term
content rather than container.

2.6. A Motivating Scenario
We use a scenario to motivate our approach and to illustrate aspects of the

following discussion.
Alice runs an (in-silico) analysis that involves the execution of a scientific

workflow over some datasets. The output of the workflow includes results of
the analysis along with provenance information detailing the services used, in-
termediate results, logs and final results. Outside the workflow she may add
background information and interpretation of results. She collects together and
publishes this information as an RO so that others can 1) validate that the
results that Alice has obtained are fair; and 2) reuse the data, results and ex-
perimental method that Alice has described. Alice also includes within the RO
links/mappings from data and resources used in her RO to public resources

6http://opencitations.wordpress.com/2010/10/14/
introducing-the-semantic-publishing-and-referencing-spar-ontologies/
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such as the ConceptWiki7 or Linked Life Data8, providing additional context.
Finally, Alice embeds the RO in a blog post so that others can access it.

Bob wants to reuse Alice’s research results and thus needs su�cient infor-
mation to be able to understand and interpret the RO that Alice has provided.
Ideally, this should require little (if any) use of backchannels, direct or out-of-
band communication with Alice. Bob can then deconstruct Alice’s RO, con-
struct a new experiment by, for example, replacing some data but keeping the
same workflow, and then republishes on his blog, including in the new RO a
link to Alice’s original.

The OAIS model considers three external entities or actors that may interact
with the system, producers, management and consumers. In our scenario here,
Alice is playing the role of producer, while Bob is a consumer. This desire to
reduce the use of backchannels corresponds to the OAIS notion of [preserved] in-
formation being independently understandable in the sense that the information
can be understood by users without the assistance of the information producer.
Bob is thus a member of the Designated Community in OAIS terms.

In order to support this interaction, common structures for describing the
resources and their relationships are needed. In addition, we require support
for navigation/reference to external resources (such as ConceptWiki entries).

Importantly, ROs may contain references to data that is stored elsewhere.
A number of data preservation initiatives are currently in place to ensure the
long-term storage and reusablity of scientific data on a large scale9. While this
assumption pushes all data stewardship problems to dedicated data architec-
tures, it also raises the new issue of resolving data references with no guarantee
that the target has not been removed. In the RO model we take a best-e↵ort
approach that is similar to that of the Web architecture: there is indeed no
guarantee that all links inside an RO can be resolved. On the other hand, un-
like simple Web pages, ROs maintain a state, as described later in Section 6.3.
Among other things, the state reflects the integrity of an RO with respect to
the external resources it links to, at the time those resources are accessed.

2.7. Package, Publish and Preserve
We can identify at least three distinct processes or stages in the scenario

described above.
Packaging In conducting and describing her investigation, Alice brings to-

gether a number of di↵erent resources, for example a description of her hypoth-
esis; datasets; workflows, scripts or analysis pipelines that she may have used
to perform the investigation; intermediate and final results; and dissemination
materials relating to the investigation, e.g. “the paper” (in a traditional sense)
or presentation materials. These resources (some owned by Alice, some under
the control of third parties) are brought together into a single package.

7http://conceptwiki.org/
8http://linkedlifedata.com/
9One of these is the NSF-sponsored DataONE project (http://www.dataone.org), which

caters to the Earth Sciences community and aims at preserving Observational data.
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Figure 1: User Scenario

Publishing Once materials are collected together, they can be exposed in a
way that is then (re) usable by others. By publication here we refer to a process
which involves the exposure or advertising of results. This could include aspects
of “traditional” publication channels but is not limited to this. In the scenario
described above, the embedding of an RO in Alice’s blog is publication.

Preservation Packaging and Publication make information available to oth-
ers. Preservation aims to ensure that resources are made available in the future.
Preservation may also require an element of curation and management of meta-
data or annotations relating to the preserved objects. In our scenario, once
Bob has conducted his own investigation or experiment, making use of the re-
sources and results packaged up in Alice’s RO, he can repackage along with
any additional results of methods that he may have used into a new RO for
archiving.

We explicitly consider here publication (exposure) as distinct from preser-
vation. Although preservation is an important consideration in any approach
supporting reusability, our focus here is chiefly on the packaging mechanisms
(although see discussion of the Wf4Ever project in Section 8).

Figure 1 shows some of the interactions involved in the scenario, along with
the di↵erent stages identified above.

2.8. Linked Data is Not Enough!
Through the use of HTTP URIs and Web infrastructure, Linked Data pro-

vides a standardised publishing mechanism for structured data, with “follow
your nose” navigation allowing exploration and gathering of external resources.
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For example, [23] uses a Linked Data approach to publish provenance informa-
tion about workflow execution. The use of RDF (and thus associated repre-
sentation machinery such as RDF Schema and OWL) o↵ers the possibility of
inference when retrieving and querying information.

What Linked Data does not explicitly provide, however, is a common model
for describing the structure of our ROs and additional aspects that are needed
in order to support the scholarly process – factors such as lifecycle, ownership,
versioning and attribution. Linked Data thus says little about how that data
might be organised, managed or consumed. Linked Data provides a platform for
the sharing and publication of data, but simply publishing our data as Linked
Data will not be su�cient to support and facilitate its reuse.

Jain et al [24] also question the value of “vanilla” Linked Data in furthering
and supporting the Semantic Web vision. Their concerns are somewhat di↵er-
ent (although complementary) to ours here – with a focus on how one selects
appropriate datasets from the “Linked Data Cloud”, a concern about the lack
of expressivity used in datasets (thus limiting the use to which reasoning can
be usefully employed), and the lack of schema mappings between datasets. The
nano-publications of Groth et al [9] are also looking to add additional shared
content on top of the Linked Data approach in terms of minimal annotations.
Here we focus more on the need for a (common) aggregation model.

Note that this is not intended as a criticism of the Linked Data approach –
simply an observation that additional structure and metadata is needed that sits
on top of the Linked Data substrate and which then supports the interpretation
and reuse of that data. Furthermore there is a need for the metadata to link the
structure of the research resources with the function of the research process. A
somewhat simplified picture is shown in Figure 2 with the RO Layer providing
a structured “view” on the underlying resources that can then be consumed by
RO aware services.

What is missing, then, is a mechanism to describe the aggregation of re-
sources, which through su�cient description of the contribution of these re-
sources to the research and their relationships to each other, captures the ad-
ditional value of the collection, and enables its reuse through the exchange of a
single object. Scientific publication requires the representation of provenance,
versioning, attribution, credit and the flow of intellectual rights.

Our notion of Research Object is intended to supply these aggregations and
provide a container infrastructure, facilitating the sharing and reuse of scientific
data and results. Such a common model then facilitates the construction of
services for the creation, manipulation and sharing of our research results.

3. Characterising Reuse

In our scenario, we assert that Bob wants to reuse Alice’s results and observe
that the term “reuse” can be used to describe a range of activities. Reuse can
come in many di↵erent forms, particularly when we consider reuse not just of
data but also of method or approach. Thus an experiment or investigation may
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Figure 2: Research Object Layer

be repeated, enacting the same sequence of steps, or perhaps repurposed, taking
an existing sequence of steps and substituting alternative data or methods in
order to arrive at a new, derived, experiment. Objects can be reused as they
can be decomposed and then recomposed in di↵erent ways. If they encapsulate
processes, these processes can be re-enacted or previous executions of the process
can be examined. As introduced above, reproducibility is key in supporting the
validation of research.

Below, we introduce a number of principles intended to make explicit the
distinctions between these kinds of general reuse, and identify the particular
requirements that they make on any proposed e-Laboratory infrastructure.

We anticipate that due to the context of e-Laboratories, Research Objects
will often encapsulate an enactable experiment or investigation. Thus some of
our principles are driven by this assumption and refer in some way or other to
being able to reuse or repeat the process.

Reusable The key tenet of Research Objects is to support the sharing and
reuse of data, methods and processes. Thus our Research Objects must be
reusable as part of a new experiment or Research Object. By reuse here, we
refer to a “black box” consideration of the Research Object where it is to be
reused as a whole or single entity.

Repurposeable Reuse of a Research Object may also involve the reuse of

10



constituent parts of the Research Object, for example taking a study and substi-
tuting alternative services or data for those used in the study. By ‘opening the
lid’ we find parts, and combinations of parts, available for reuse. The descrip-
tions of the relationships between these parts and the way they are assembled
are a clue as to how they can be reused. To facilitate such a disaggregation and
recombination, Research Objects should expose their constituent pieces. Thus
our Research Object framework also has need of an aggregation mechanism.

Repeatable There should be su�cient information in a Research Object
for the original researcher or others to be able to repeat the study, perhaps
years later. Information concerning the services or processes used, their execu-
tion order and the provenance of the results will be needed. Repetition may
involve access to data or execution of services, thus introducing a requirement
for enactment services or infrastructure that can consume Research Objects. In
the extreme, this may require, for example, virtual machines that recreate the
original platform used to enact an analysis or simulation. In addition, the user
will need su�cient privileges to access any data or services required.

Reproducible To reproduce (or replicate) a result is for a third party to
start with the same inputs and methods and see if a prior result can be con-
firmed. This can be seen as a special case of Repeatability where there is a
complete set of information such that a final or intermediate result can be ver-
ified. In the process of repeating and especially in reproducing a study, we
introduce the requirement for some form of comparability framework in order
to ascertain whether we have indeed produced the same results. As discussed
above, reproducibility is key in supporting the validation and non-repudiation
of scientific claims.

Replayable If studies are automated they might involve single investiga-
tions that happen in milliseconds or protracted processes that take months.
Either way, the ability to replay the study, and to study parts of it, is essential
for human understanding of what happened. Replay thus allows us to “go back
and see what happened”. Note that replay does not necessarily involve execu-
tion or enactment of processes or services. Thus replay places requirements on
metadata recording the provenance of data and results, but does not necessarily
require enactment services.

Referenceable If ROs are to replace (or augment) traditional publication
methods, then they (and their constituent components) must be referenceable
or citeable. Thus mechanisms are needed for unambiguous reference to versions
of ROs and which support discovery and retrieval.

Revealable The issue of provenance, and being able to audit experiments
and investigations is key to the scientific method. Third parties must be able
to audit the steps performed in the research in order to be convinced of the
validity of results. Audit is required not just for regulatory purposes, but allows
for results to be interpreted and reused. Thus an RO should provide su�cient
information to support audit of the aggregation as a whole, its constituent parts,
and any process that it may encapsulate.

Respectful A key aspect of e-Laboratories is user-visibility, credit and at-
tribution. The paper citation count is an important metric in measuring the
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visibility and impact of published work. If we move to RO based publishing, we
will require a re-engineering of reward structures for scientists – citation counts
are no longer enough if derived works are being built through the reuse or repur-
posing of data and methods. Explicit representations of the provenance, lineage
and flow of intellectual property associated with an investigation are needed.

4. RO Principles, Behaviours and Features

The main purpose of Research Objects is to provide a class of artefacts that
can encapsulate digital knowledge and provide a mechanism for sharing and
discovering assets of reuseable research and scientific knowledge.

The variety of reusabilities can be seen as a collection of behaviours that
we expect our shareable objects to exhibit – these then place requirements on
the ways in which our models are defined, and this in turn informs the features
of the Research Object Model and the services that will produce, consume and
manipulate ROs.

The principles stated above describe properties or constraints on the way
in which we see ROs being used or behaving. Below, we outline a number of
features that can facilitate the delivery of this functionality.

Aggregation ROs are aggregations of content. Aggregation should not
necessarily duplicate resources, but allow for references to resources that can
be resolved dynamically. There may also, however, be situations where, for
reasons of e�ciency or in order to support persistence, ROs should also be able
to aggregate literal data as well as references to data.

Identity Fundamental to Information Retrieval Systems is the ability to
refer uniquely to an object instance or record by an identifier that is guaranteed
to be unique throughout the system in which it is used. Such mechanisms must
allow reference to the Object as a whole as well as to the constituent pieces
of the aggregation. Identity brings with it the requirement for an account of
equivalence or equality. When should objects be considered equivalent? Alter-
natively, when can one object be substituted for another? This will be context
dependent; for example, in a given context, two objects may not be considered
equivalent, but may be substitutable (e.g. either could be used with the same
results).

Metadata Our e-Laboratory and RO framework is grounded in the pro-
vision of machine readable and processable metadata. ROs will be annotated
as individual objects, while metadata will also be used to describe the internal
structures and relationships contained within an RO. Metadata can describe
a variety of aspects of the RO, from general “Dublin Core” style annotations
through licensing, attribution, credit or copyright information to rich descrip-
tions of provenance or the derivation of results. The presence of metadata is
what lifts the RO from a simple aggregation (e.g. a zip file) to a reusable object.

Lifecycle The processes and investigations that we wish to capture in the e-
Laboratory have a temporal dimension. Events happen in a particular sequence,
and there are lifecycles that describe the various states through which a study
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passes. ROs have state, and this state may impact on available operations. For
example, a study may go through a number of stages including ethical approval,
data collection, data cleaning, data analysis, peer review and publication. At
each stage in the process, it may be possible to perform di↵erent actions on the
object. Thus a principled description of RO lifecycle is needed in our framework
(see Section 6)

Versioning In tandem with Lifecycle comes Versioning. ROs are dynamic
in that their contents can change and be changed. Contents may be added to ag-
gregations, additional metadata can be asserted about contents or relationships
between content items and the resources that are aggregated can change. ROs
can also be historical, in that they capture a record of a process that has been
enacted. Thus there is a need for versioning, allowing the recording of changes
to objects, potentially along with facilities for retrieving objects or aggregated
elements at particular points in their lifecycle (See Section 6).

Management The management of ROs will require operations for Cre-
ation, Retrieval, Update, Deletion (CRUD) of those objects. Storage is also a
consideration.

Security ROs are seen as a mechanism to facilitate sharing of data, methods
and expert guidance and interpretation. With sharing come issues of access, au-
thentication, ownership, and trust that we can loosely classify as being relevant
to Security.

Graceful Degradation of Understanding Finally, we outline a princi-
ple that we believe is important in delivering interoperability between services
and which will aid in reuse of ROs, particularly serendipitous or unpredicted
reuse – “Graceful Degradation of Understanding”. RO services should be able
to consume ROs without necessarily understanding or processing all of their
content. ROs contain information which may be domain specific (for example,
properties describing relationships between data sources and transformations in
an investigation). Services should be able to operate with such ROs without
necessarily having to understand all of the internal structure and relationships.
This places a requirement of principled extensibility on the RO model.

This notion of Graceful Degradation of Understanding can also be observed
in the layering approach used, for example, in Semantic Web representation
languages. Triple store infrastructures can be used to store data represented
using RDF graphs. Such graphs may include the use of vocabularies or repre-
sentations – for instance, descriptions could be applied to resources making use
of OWL [25] ontologies. The underlying triple store does not necessarily need
to “understand” the semantics of OWL in order to provide useful functionality.
For example a number of triple stores support hierarchical classification using
simple RDF(S) [26] reasoning. Of course, if applications do understand upper
layers, they can provide additional functionality or services.

5. Representation and Implementation

In practice, during the lifecycle of an investigation (which spans activities
including planning, execution of experiments or gathering of observational data,
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analysis of data and dissemination/publication) scientists will work with mul-
tiple content types with data distributed in multiple locations. Thus scientists
use a plethora of disparate and heterogeneous digital resources. Although po-
tentially useful individually, when considered collectively these resources enrich
and support each other and constitute a scientific investigation [27].

These resources may vary widely depending on domain, discipline and the
particular investigations being performed. We can, however, identify how in-
dividual resources constitute familiar parts of an investigation, and these are
among the pieces that will make up our ROs.

Questions around a research problem, with or without a formal hypothesis.
Descriptions or abstracts.

Organisational Context Ethical and governance approvals, investigators
etc. Acknowledgements

Study Design encoded in structured documents,
Methods scientific workflows or scripts, services, software packages.
Data from observations or measurements organised as input datasets.
Results from analyses or in-silico experiments. Observations, derived datasets,

along with information about their derivation or capture – provenance, algo-
rithms, analyses, instrument calibrations.

Answers Publications, papers, reports, slide-decks, DOIs, PUBMED ids
etc.

A number of di↵erent projects have already been developing what one might
describe as RO frameworks. These projects are “e-Laboratories” – environments
providing a distributed and collaborative space for e-Science, enabling the plan-
ning and execution of in silico and hybrid experiments; i.e. processes that
combine data with computational activities to yield experimental results.

Here we discuss this work and how it relates to our overall vision of ROs.

5.1. myExperiment
The myExperiment Virtual Research Environment has successfully adopted

a Web 2.0 approach in delivering a social web site where scientists can discover,
publish and curate scientific workflows and other artefacts. While it shares many
characteristics with other Web 2.0 sites, myExperiment’s distinctive features to
meet the needs of its research user base include support for credit, attributions
and licensing, and fine control over privacy. myExperiment now has around
3,000 registered users, with thousands more downloading public content, and
the largest public collection of workflows. Over time, myExperiment has em-
braced several workflow systems including the widely-used open source Taverna
Workflow Workbench. Created in close collaboration with its research users,
myExperiment gives important insights into emerging research practice.

In terms of our reuse characterisations, simply sharing workflows provides
support for repurposing, in that workflows can be edited, and re-run. myEx-
periment recognised [28] that workflows can be enriched through a bundling of
the workflow with additional information (e.g. input data, results, logs, publi-
cations) which then facilitates reproducible research. In myExperiment this is

14



supported through the notion of “Packs”, collections of items that can be shared
as a single entity.

The pack allows for basic aggregation of resources, and the pack is now a
single entity that can be annotated or shared. In order to support more complex
forms of reuse (for example, to rerun an investigation with new data, or validate
that the results being presented are indeed the results expected), what is needed
in addition to the basic aggregation structure, is metadata that describes the
relationships between the resources within the aggregation. This is precisely
the structure that ROs are intended to supply, the basic pack aggregation being
enhanced through the addition of metadata capturing the relationships between
the resources – for example the fact that a particular data item was produced by
the execution of a particular workflow. The pack (or RO) then provides a context
within which statements can be made concerning the relationships between the
resources. Note that this is then one viewpoint – other ROs could state di↵erent
points of view regarding the relationships between the (same) resources in the
RO. We return to a discussion of representation in myExperiment in Section 7.

5.2. SysMO SEEK
Systems Biology of Microorganisms (SysMO)10 is a European trans-national

research initiative, consisting of 91 institutes organised into thirteen projects
whose goal is to create computerised mathematical models of the dynamic
molecular processes occurring in microorganisms. SysMO-DB11 is a web-based
platform for the dissemination of the results between SysMO projects and to
the wider scientific community. SysMO-DB facilitates the web-based exchange
of data, models and processes, facilitating sharing of best practice between re-
search groups.

SysMO SEEK12 is an “assets catalogue” describing data, models, Standard
Operating Procedures (SOPs), and experiment descriptions. Yellow Pages pro-
vide directories of the people who are involved in the project.

SysMO SEEK provides a retrospective attempt to share data and results of
investigation along with the methods that were used in their production. The
implementation is built upon, and specialises, generic components taken from
the myExperiment project.

A number of challenges characterise SysMO-SEEK. Users want to keep their
current, bespoke data formats, with a significant support for spreadsheets. Con-
sequently, individual projects are responsible for keeping their own data in sep-
arate repositories requiring a framework which allows for references to data that
can be resolved upon request.

Projects are also cautious about data access, sharing and attribution, result-
ing in a sophisticated model of sharing and access control where data and models

10http://www.sysmo.net/
11http://www.sysmo-db.org/
12http://www.sysmo-db.org/seek/
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can be shared with named individuals, groups, projects, or the whole commu-
nity at the discretion of the scientists. This supports not only the publication
of results, but also collaborative working and sharing.

The information in SysMO SEEK is structured using a model called JERM
(Just Enough Results Model) which allows the exchange, interpretation and
comparison of di↵erent types of data and results files across SysMO. JERM
is based on the ISA (Investigation/Study/Assay) [29] format. Within SysMO,
experiments are described as Assays, which are individual experiments as part
of a larger Study. These Studies themselves are part of a much larger Investiga-
tion. The aim is that the JERM will move towards linking Models (Biological
models, such as SBML) together with the experimental data that was used to
both construct and test the model, within the context of one or more Assays.
The JERM model extends ISA and provides specific relationships appropriate
to the domain. The ISA format is, however, somewhat “top down”, allowing
for the packaging of data relating to specific investigations or studies, but less
appropriate for re-assembling or reusing data for di↵ering sources.

ROs would then encapsulate the Model together with information about its
simulation environment, parameters and data thereby providing a third party
with everything they need to reproduce and validate the model, along with the
hypothesis and provenance behind its creation. An addition, this description of
the Experimental Narrative is a feature that we are likely to see needed in other
scenarios.

In the Systems Biology community, the requirement for ROs has already
been recognised. Emerging standards and markup languages, such as SBRML
(Systems Biology Results Markup Language) [30] extend the SBML model for-
mat to allow scientists to encapsulate experimental data links with their models.
This allows both the representation of computational simulation results and ex-
perimental results in the context of a particular model.

Returning to our characterisation of reuse, many of the processes currently
described within SysMO are actually wet-lab experiments. As a result, trace-
ability and referenceability are the key kinds of reuse that are needed within
SysMO, allowing for validation of the results. With greater use of workflows in
the future, repeatability and replayability will begin to play a part.

5.3. MethodBox and NHS e-Lab
MethodBox13 is an environment for finding variables from data archives for

cross disciplinary research e↵ectively “turning data archives into data play-
grounds. It is part of the Obesity e-Lab project [31] addressing the public
health need for greater understanding of obesity across biomedical and social
perspectives, where researchers from di↵erent disciplines may use common data
archives but do not usually cross-fertilize their work. The generic MethodBox
environment is built on the concept of a social network of researchers “shopping
for variables”. A variable is a vector of data measured or observed in some way

13http://www.methodbox.org/
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about a factor such as age, sex, body mass index etc. The elements of the vector
usually relate to an individual taking part in a study. Archives such as the UK
Data Archive14 contain millions of variables grouped into sets such as annual
surveys, for example the Health Surveys for England. The supporting docu-
mentation for each survey typically contains important metadata about vari-
ables. Researchers may take days to wade through supporting documentation
and large datasets to extract the variables and metadata they need. Method-
box reduces the time required from days to minutes. It does this by mapping
variables to metadata from: 1) relevant parts of supporting documentation; 2)
sets of variables extracted by users; 3) user-contributed scripts and guidance
for deriving, transforming or using variables. A derived variable might be a
categorisation of socio-economic status based on household income and other
factors, or a categorisation of obesity based on body mass index. The social
scientist may have more expertise in measuring socioeconomic status and the
biomedical researchers expertise focuses on obesity. Thus a cross-talk between
disciplines may emerge at a very early stage of research by sharing methods
applicable to variables of common interest. Users are able to share their ex-
pertise over particular survey variables such as the way questionnaire responses
about smoking can be made “research ready” and then analysed appropriately.
Scripts for extracting sets of variables, transforming multiple variables into one
and building research models are the currency of sharing. The sharing of scripts
leads to repurposing of study methods.

The sets of variables in MethodBox “shopping baskets” may be seen as
incomplete ROs intended to seed ROs for analysis in external e-Laboratories.
In addition, ROs may be initiated elsewhere before being populated with data
preparation methods and data extracts in MethodBox. So Methodbox is taking
the “Research Object on the inside” approach, anticipating future value of reuse
and audit of the semantic aggregation of research entities.

NHS e-Lab15 is an e-Laboratory for socially networked “sense-making” over
health related datasets. It operates within the UK National Health Service
firewall and introduces the notion of a federation of e-Laboratories sharing ROs
across organisational boundaries after checks that the RO does not contain
material that might identify a patient. In addition to security, there is a strong
requirement to increase the consistency and e�ciency with which NHS analysts
perform analyses. The repurposing of ROs encourages sharing of templates
instead of duplication of similar analytical processes; the revealability enhances
information governance; the repeatability builds organisational memory; and
the respectfulness helps to build a reward environment, which can be linked to
continuing professional development credits.

In order to “borrow strength” from academia, NHS e-Lab is designed to
import ROs from MethodBox where national survey data is needed by those
planning local NHS services. Attribution, sharing and audit logs will become

14http://www.data-archive.ac.uk/
15http://www.nweh.org.uk/
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particularly important for cross organisation as well as cross discipline sharing.

6. RO Stereotypes and Versioning

In this section we characterise ROs in terms of a small number of stereotypes,
i.e., common patterns of resource aggregation that emerge from an examination
of our projects involved in e-Laboratory related activities. Stereotypes charac-
terise ROs according to the two orthogonal dimensions of state and purpose.

More specifically, we introduce lifecycle stereotypes, describing states that
ROs can transition into and out of as part of their evolution in time (Sec. 4),
and functional stereotypes which describe the role of the RO in the context of
data sharing. We then describe RO evolution in terms of updates and versioning
operations that a↵ect state.

6.1. Lifecycle stereotypes
Live Objects (LO) represent a work in progress. They are thus mutable

as the content or state of their resources may change, leading to the need for
version management. LOs are potentially under the control of multiple owners
and may fall under mixed stewardship, raising issues of security and access
control.

Publication Objects (PO) are intended as a record of past activity, ready
to be disseminated as a whole. This is in line with our key motivation for ROs,
namely to support “rich publication” by moving from traditional paper based
(linear) dissemination mechanisms, to aggregations of related and interlinked
pieces of information. POs are immutable, and their multiple successive ver-
sions are considered as distinct objects. They must be citeable, and credit and
attribution are central aspects of the publication process as they are key to
providing rewards, and thus incentives, for scientific publication. POs may also
make use of ontologies for the representation of the rhetorical or argumentation
structure in the publication (see Section 2.5).

Archived Objects (AO) encapsulate aggregations that represent the end-
point of an RO’s life, either because it is now deprecated, or has reached a
version that the author prescribes to be final. AOs are therefore immutable,
with no further changes or versions allowed. For example, an AO may represent
a historical record for resources used in an experiment which has concluded, or
has been abandoned.

With this simple state classfication, we can describe the lifetime of an RO
in terms of its evolution from LO, to either PO or AO (the “terminal states”),
while at the same time multiple versions of a LO may be created, each evolving
independently into POs or AOs.

6.2. Functional stereotypes
Work Objects encompass ROs and extend the applications beyond re-

search, for example to business intelligence and audit – where repeatability,
replayability and repurposing are key aspects [1].
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Exposing Objects are wrappers that provide a standardised metadata
container for existing data. For example, spreadsheets may be gathered together
and aggregated along with the methods used to produce them. This aggregation
can be seen as an RO, but it can also be a smaller component, exposing the
spreadsheet collection to the RO thereby setting it in a reproducible research
context. The Exposing Object provides a Wrapper

View/Context Objects can provide a view over some already exposed
data. It is here that ROs can interact with data that is exposed or published
using Linked Data principles [3], providing a “Named Graph” for those re-
sources.

Method Objects contain methods and descriptions of methods – enabling
methodological research to be exposed in an RO and consumed by other ROs in
applied, as distinct from methodological, research. This may help to propagate
methodological integrity and avoid translation errors for methods.

The OAIS model [14] also identifies variants of aggregation such as dissem-
ination and archival information packages, corresponding loosely to our notion
of publication or archived objects.

6.3. Evolution and Versioning
At any given point in time, an RO is characterised by (i) its lifecycle stereo-

type, defined earlier; (ii) its version, and (iii) its value, defined as the union
of the values of all its components. Note that when internal components are
known by reference, i.e., via their URIs or other Open Data links, the value of
the referenced content is represented by the value of the reference. This means
that the value of an RO does not change if an update to any of its components
is not reflected by providing a new reference to it.

RO evolution may occur in three possible ways:

by state transition: the legal transitions involving the lifecycle stereotypes
are shown in Fig. 3(a);

by in-place update: the update operation produces a new value for the same
RO and retains its identity;

by versioning: the versioning operation produces a new RO with a new iden-
tity and the new value.

Fig. 3(b) shows a possible evolution of a Live Object X. Version 1 of X,
denoted X1(LO), is updated multiple times prior to being published at time t3, as
X1(PO). A new version X2(LO) of X1(LO) is then created, which is itself updated
multiple times, prior to being archived as X2(AO). Independently, X1(PO) is
also archived at some other time t5. Note that, according to the state diagram,
neither X1 nor X2 can evolve further after reaching their AO state.

A key characteristic relates to the (im)mutability of both the resources de-
scribed and the relationships between them. Neither Linked Data nor OAI-ORE
tackle the issue of versioning explicitly. In the case of an Archived Object, when
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AO

publish

archivearchive

update

t4: versioning

X1(LO) X1(PO) X1(AO)

X2(LO)

X2(AO)

t1, t2: update

t6, t7,t8:  update

t3: publish t5: archive

t9: archive

(a) RO state transitions (b) Possible evolution of RO instance X

Figure 3: Research Object state transition and an example of object evolution.

a scientist returns to it, it should refer to the same versions of the data that were
originally used. Live Objects, however may have contents that are updated.

Mechanisms such as the Probity service16 that allow a client to detect when
changes have occurred have a role to play here as does the Memento framework
of Van de Sompel [32]. Probity allows for recordings of “checksums”, provid-
ing some minimum guarantees as to whether resources have changed (but not
necessarily providing solutions as to what to do when changes have occurred).
Memento provides a versioning mechanism for resources that allows “follow your
nose” style navigation as widely used in the Linked Data approach. Considering
OAIS again, we can see that our Archive Objects relate to Archival Information
Packages which should contain information relating to the preservation (prove-
nance, fixity etc).

7. Implementing ROs: Linked Data and OAI-ORE

Although our argument here is that Linked Data alone is not enough to sup-
port scientific publication (and the reuse, reproduction or validation of results),
Linked Data does o↵er a substrate for data publication that can then be used by
additional layers providing the necessary aggregations, provenance, attribution
etc.

7.1. Linked Data
The term Linked Data refers to a set of best practices for publishing and

connecting structured data on the Web [3], intended to foster reuse, linkage and
consumption of that data. The principles can be summarised as follows:

16http://www.probity.org/
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1. Use URIs as names for things
2. Use HTTP URIs so that people can look up those names.
3. When someone looks up or dereferences a URI, provide useful information,

using standard representations (for example RDF)
4. Within that useful information, include links to other URIs. so that clients

can discover more things.

In the five years or so since the first discussions of the Linked Data approach,
the amount of linked data published has been increasing rapidly. The Open Data
movement has seen successful pressure on governments to expose and open up
data sets – in many cases this is being done using a Linked Data approach.
An example of this is data published by the UK Ordnance Survey17, which
provides a SPARQL[33] endpoint (allowing query against an RDF triplestore)
to data describing administrative geography in the UK. Similar government
initiatives are also in place in other countries including the US.

Within the scientific community, datasets are also being exposed using a
Linked Data approach. Bio2RDF [34] provides “rdfized” access to information
from data sources such as Kegg, PDB, MGI and HGNC. The Linking Open
Drug Data (LODD)18 activity of W3C’s Health Care and Life Sciences Interest
Group is publishing and interlinking information relating to drugs using Linked
Data. Linked Life Data19 provides a platform for integrating a number of data
sources including UniProt, UMLS, Drug information, PubMed. Other sources
exposed as Linked data include species data20, Clinical Trials21, MeSH22 and
the ConceptWiki23 as discussed above.

Our intention is that the basic concept of ROs should be independent of the
mechanism used to represent and deliver those objects. However the Linked
Data approach has a good fit with the notion of ROs.

Within a (Semantic) Web context, the term information resource is used to
distinguish those resources (things that might be identified by URIs) for which
it is the case that their essential characteristics can be conveyed in a message.
Non-information resources are those things that might be identified by URIs,
but for which this is not the case. Thus web pages, PDF documents, JPG
images are examples of information resources, while people are non-information
resources. A number of patterns have been identified [35] using techniques such
as content negotiation and HTTP redirection, that support the description of
non-information resources.

Thus the separation of the identity of an RO from serialisations of the de-
scription of its content reflects the handling of non-information resources – we

17http://data.ordnancesurvey.co.uk/
18http://www.w3.org/wiki/HCLSIG/LODD
19http://linkedlifedata.com/
20http://lod.geospecies.org/ and http://www.taxonconcept.org/
21http://linkedct.org/
22http://www.nlm.nih.gov/mesh/
23http://conceptwiki.org/
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consider a particular RO to be a non-information resource which may have al-
ternative concrete representations. See below for further discussion of the use
of non-information resources within myExperiment.

7.2. Aggregation
The idea of aggregation in a web context has already been addressed by the

Open Archives Initiation Object Reuse and Exchange Specification (OAI-ORE,
or ORE [36]). ORE defines a data model and a number of concrete serialisa-
tions (RDF, Atom and RDFa) that allow for the description of aggregations
of Web resources. The key concepts in ORE are the notions of Aggregation,
which represents an aggregation of a number of resources; and ResourceMap,
which provides a concrete representation of the elements in the aggregation
(AggregatedResources) and relationships between them.

The ORE model is agnostic as to the semantics of such aggregations – ex-
amples are given which include aggregations of favourite images from Web sites,
the aggregation of a number of di↵erent resources to make up a publication in a
repository, or multi-page HTML documents linked with “previous” and “next”
links.

ORE provides a description of Resource Map Implementations using RDF [37],
which integrates well with current approaches towards the publication of Linked
Data [21].

7.2.1. Aggregations in myExperiment
Work in myExperiment makes use of the OAI-ORE vocabulary and model

in order to deliver ROs in a Linked Data friendly way [38]. Although specific to
myExperiment, the following discussion is pertinent to the other e-Laboratories.

In myExperiment, packs are created using a shopping basket (or wish list)
metaphor. Typical packs contain workflows, example input and output data, re-
sults, logs, PDFs of papers and slides. To explore the extension of packs to richer
ROs a service has been deployed which makes myExperiment content available
in a variety of formats. Following “Cool URI” guidelines24, entities in myExper-
iment are considered as Non-Information Resources and they are given URIs.
Content negotiation is then used to provide appropriate representations for re-
quests, separating the resources from their explicit representations. RDF meta-
data is published according to the myExperiment data model which uses a mod-
ularised ontology drawing on Dublin Core, FOAF, OAI-ORE, SWAN-SIOC, Sci-
ence Collaboration Framework, and the Open Provenance Model (OPM25) [39].
In addition to this “Linked Data” publishing, myExperiment content is also
available through a SPARQL endpoint26 and this has become the subject of sig-
nificant interest within the community. It is e↵ectively a generic API whereby
the user can specify exactly what information they want to send and what they

24http://www.w3.org/TR/cooluris/
25http://openprovenance.org/
26http://rdf.myexperiment.org
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expect back – rather than providing query/access mechanism via specific API
functions. In some ways it has the versatility of querying the myExperiment
database directly, but with the significant benefit of a common data model
which is independent of the codebase, and through use of OWL and RDF it is
immediately interoperable with available tooling. Exposing data in this way is
an example of the “cooperate don’t control” principle of Web 2.0.

This brings myExperiment into the fold of the other SPARQL endpoints in
e-Science, especially in the life sciences area [27] and we are beginning to see
workflows that use the data provided by such endpoints. In minutes a user can
assemble a pipeline which integrates data and calls upon a variety of services
from search and computation to visualisation. While the linked data movement
has persuaded public data providers to deliver RDF, we are beginning to see
assembly of scripts and workflows that consume it – and the sharing of these
on myExperiment. We believe this is an important glimpse of future research
practice: the ability to assemble with ease experiments that are producing and
consuming this form of rich scientific content.

7.2.2. Extended aggregation vocabularies
Publishing the myExperiment data using Linked Data principles facilitates

the consumption of that data in applications, but needs further shared infras-
tructure to support the description of the RO structure. An RO is essentially an
aggregation of resources, and we are using ORE as the basis for describing our
RO. As we have mentioned, however, ORE only provides a general vocabulary
for describing the relationships between resources in terms of an aggregation,
but says nothing about the particular semantics of the relationships between
resources. Thus there is no way, for example, of distinguishing between an ag-
gregation of resources in a publication, and the constituent pages in a multi-page
HTML document. To enable the description of specific relationships between
the aggregated resources, the set of ORE relationships must be extended.

We consider two such extensions here. Firstly, the Research Objects Up-
per Model (ROUM) provides basic vocabulary that is used to describe general
properties of RO that can be shared across generic e-Laboratory services. For
example, the basic lifecycle states of ROs (as described in Sec. 4) are described
in this upper model. Secondly, Research Object Domain Schemas (RODS) pro-
vide application or domain specific vocabulary for use in RO descriptions. For
example, an RO may contain a reference to a service and a data item, along with
an assertion that the data was produced through an invocation of the service.
Applications which are aware of the intended semantics of the vocabulary used
for these assertions can exhibit appropriate behaviour. It is important to stress
here that applications that are not aware of these vocabularies will still be able
to operate on the overall aggregation structure. This layered approach there-
fore helps meet our principle for Graceful Degradation of Understanding across
e-Laboratory services (see Section 4). OAI-ORE has also been used in other
e↵orts aimed at providing aggregations over scientific data such as SCOPE [40].

The interaction with a Linked Data view of the world is two-fold here.
Firstly, one could view the RO as “Named Graphs for Linked Data”, through
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Figure 4: Detailed Layers

the definition of an explicit container. The concept of Named Graphs in Se-
mantic Web architecture and languages allows for the identification of selected
subgraphs within a single triple or RDF graph. This helps to overcome some
of the di�culties in using a simple triple model, for example by being able to
assert provenance or trust information with a particular collection of statements
in a graph without resorting to reification. Named graphs extend the RDF data
model and are supported in query languages such as SPARQL [33].

This also facilitates the exposure or publication of digital content as linked
data. Secondly, the RO may also be a consumer of linked data, with linked
data resources being aggregated within it.

Figure 4 shows an enriched view of the layers presented earlier, following a
common pattern of exposing content through a protocol layer to a collection of
content aware services. The Linked Data Services provide a common mechanism
exposing resources in the Data Space. The common protocols adopted here
(use of Web architecture, HTTP, URIs etc) facilitate access to those resources,
but are agnostic as to the content of those resources. Research Object services
support the bundling together of resources into ROs (ingest) and the subsequent
interpretation of those ROs (access).
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8. Discussion

This paper sets out what can be seen as a manifesto for the Research Object
concept and approach. We have discussed ways in which information can be re-
purposed, reused or validated in order to support the scientific research process.
These ideas are currently being pursued in a number of research projects.

A challenge common to all emerging collaborative environments that pro-
mote open science and the rapid exchange of experimental and pre-publication
data and methods is one of trust. As an identifiable container, Research Objects
allow us to attribute a measure of trust to the object itself [41], with potential to
apply and extend methods for modelling and computing social trust [42], trust
in content [43] and trust based on provenance information [44].

The provision of reproducible results requires more than traditional paper
publication – or even electronic publication but following the “paper metaphor”.
Linked Data provides some of the infrastructure that will support the exposure
and publication of data and results, but will not alone enable reusable, shared
research and the reproducibility required of scientific publication. Additional
mechanisms are needed that will allow us to share, exchange and reuse digital
knowledge as (de)composable entities. Our solution to this is ROs, semantically
rich aggregations of resources that bring together the data, methods and people
involved in (scientific) investigations.

The RO concept provides a layer of aggregation structure that is consistent
with the Linked Data view of the world. ROs are both: 1) resources accessible
via linked data principles; and 2) will aggregate linked data resources.

As discussed in Section 2.4, previous work has defined the notion of the
Scientific Publishing Packages (SPP). Where SPPs diverge from ROs is more
in the intent than in the structure: while SPPs are essentially designed for
archival purposes, the lifecycle of a Research Object is instead centred around
the notion of partial sharing, reusing, and possibly repurposing, making the
issue of self-consistency of an RO central to our model.

A number of existing projects are already beginning to apply the RO ap-
proach to organising and publishing their data. In particular, myExperiment
and NHS e-Lab have notions of prototypical ROs, and the capability to export
them using Linked Data principles. By reflecting on how such aggregations play
a part in the scientific process, we have proposed a set of principles and features.

Our next steps are to further refine these principles and features and pro-
vide implementations that support the lifecycle stages as identified here. The
Wf4Ever (“Workflow for Ever”) project27 aims to support the preservation and
e�cient retrieval and reuse of scientific workflows. The RO approach is central
to Wf4Ever, with workflows being the prime content of the ROs generated. The
ROs will be used as containers to package together workflows with data, results
and provenance trails, with a key consideration being to support preservation

27http://www.wf4ever-project.org/, funded under FP7’s Digital Libraries and Digital
Preservation Call. (ICT-2009.4.1)
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of results. Approaches for validating integrity and mitigating against workflow
decay are particular areas of interest for the project – this introduces require-
ments for aspects such as Aggregation, Versioning and Lifecycle as discussed in
Section 4 and will allow us to further investigate issues of preservation which
are not explicitly considered here. Two contrasting domains are being explored,
Astronomy and Genomics – in the initial use cases, validation and verification
of results will be the focus. Current explorations include investigation into more
detailed stereotypes and the production of a “Research Object Zoo” identifying
concrete examples of the broad classifications introduced in Section 6. In addi-
tion, particular use case scenarios within those domains are being used to iden-
tify di↵erent user roles and their interactions with Research Objects at di↵erent
states in the lifecycle as discussed in 6; and identify more specific requirements
for content of Research Objects and the vocabularies needed to describe rela-
tionships between that content. Use cases cover varying scenarios include the
analysis of existing gene expression data from wet lab experiments (genomics)
and calculation of luminosities for galaxies.

In closing, we believe that the RO approach will enable us to conduct scien-
tific research in ways that are: e�cient, typically costing less to borrow a model
than create it; e↵ective, supporting larger scale and deeper research by reusing
parts of models; and ethical, maximising benefits for the wider community, not
just individual scientists, with publicly funded research.
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