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Topic Maps are the international industry standard for séenarformation
integration. Appropriate means for Topic Map exchange ardatrfar its
success as integration technology. Topic Map exchange bades governing
Subject Equality decision approach, the decision whether two Gubjexies
indicate identical Subjects. This paper discusses theeriabsof shared
vocabularies’ in the context of these decisions. Therebyliffarentiation
between Referential and Structuralist Subject Equality deciapproaches is
introduced. All existing approaches to Topic Map exchange bastheon
TMDM. This implies a Referential Subject Equality démisapproach and
bound to a concrete Subject Map Disclosure (SMD) ontology abi& Map
(SM) vocabulary. This paper introduces a Structuralist Sulfepiality
decision approach which is called SIM. It allows the exchahdepic Maps
in the absence of a shared SM ontology and SM vocabulary.

1. The challenge in an example

Within a cooking peer-to-peer network remote peers exchauiges documented as
Topic Map$. To collect information, peers send Topics which regméthe Subjects
of interest to remote peers. In the cooking network geStimight be ‘roasted lamb
loin’. The remote peers check the availability of mfiation about this Subject and
respond with an according Topic Map Fragment. Afterwatius, requesting peer
integrates all remote recipes about roasting lanmis linito its local recipe collection.

This works fine if all peers made agreements about lodescribe lamb cuts
correctly. What happens if a remote peer uses the t@mb lsaddle instead? Or
roasted lamb leg chops? The resulting meals are idertigathe requesting peers
will never receive their recipes from distance. THisvgs that two critical points
arise, if semantic agreements are not made by all mgyimg into the network: How
to request knowledge from remote peers if shared vocaesilare not available?
How to integrate (merge) the received information thtlocal Topic Map?

The solution proposed in this paper allows peers toaateén networks without
having the overhead of centrally enforced vocabularies. €nlution detects

1 To avoid ambiguities all terminology concerning Topic Maghnologies is capitalised.



similarity between Subjects through the similar usagieif proxies. Even if lamb
lag chops and lamb loin are represented by different GuBjeoxies, in recipe
collections these proxies will be used similarly: wigan and rosemary proxies, etc.
And the chef will cook roasted lamb loins accordingthis very good traditional
French recipe even if the recipe's author roasted laghéhops.

2. Introduction

Peer-to-peer systems for Topic Map exchange envisaged intthéucing example
already exist as well as approaches and protocols to Magicexchange. But all of
them base on the agreement about shared vocabulattiés the exchange network.

Our premise is that in practice the centralised enfoeo¢raf shared vocabularies
has strong limitations. Only the semantic web searchnentgwoogle” lists 763
different class definitions of ‘person’ found in diversaagie$. Because all of the
existing Topic Map exchange approaches completely faikifoiers use proprietary
vocabularies, solutions for these environments habe tbeveloped.

This paper makes the following contributions:

« Systematisation of the ‘absence of shared vocabulami¢ise context
of Topic Maps Technologies in section 3.

» Description of existing approaches to Topic Map exchange and
discussion of their limitations in the absence of shaeabularies in
section 4.

« Discussion of alternative Subject Equality decision appr@abbsides
the Topic Maps Data Model (TMDM, [34]) in section 5.

e Introduction and Assessment of the SIM, a structurafigt@ach to
Subject Equality decisions, which allows the exchangeopicTMaps
in the (particular) absence of shared vocabularieschinges.

3. The Absence of Shared Vocabularies

As sketched in the motivating example, Topic Map exchangecid favith the
problem of the ‘absence of shared vocabularies’. Frolazg point of view the
‘absence of shared vocabularies’ is the non-existenaautfial agreements about
syntax and semantics of means for assertions aboutecBubjThis section
systematises the notion ‘absence of shared vocadsilari

In section 3.1 theemanticness of Topic Maps Technologies is discussed. The
semantic kernel of Topic Maps Technologies is examingdspect to the semantics
of the vocabulary which will be shared. This supportsdikeussion about the nature
of the necessary mutual semantic agreements. In se&Rothe nature of Subject
Equality decisions is further investigated. In sectioB tBe previous sections are

2 http://swoogle.umbc.edu [requested™ ¥ril 2005]



summarised by systemizing the notion ‘absence of shaabularies’ in the context
of Topic Map exchange.

3.1Semantics in Topic Maps Technologies

Topic Maps are the international industry standard $emantic information
integration. In a first step treemanticness of this technology will be depicted.

From an information science point of viesgmantics means that information
systems are aware of the functionality which haset@jplied to given data. There
have to exist a well defined mapping from the syhtaxhe semantic domain [18].
The difference betweensamantic technology and anon-semantic technology is that
in contrast to the latter one the semantic technyolegeals the functionality which
should be applied to data. In fact, the mapping fronmasyto the semantic domain
really exists to a sufficient extent. For example, aarmftion system governed by a
non-semantic technology applies to the string "<name>lgifzame>" an
application specific functionality arbitrarily. A semantechnology, howevergveals
the functionality which has to be applied to such agtrin

The semanticness of Topic Maps Technologies is defined by the Topic Map
Reference Model (TMRM, [9]). Generally, a Subject Mapddsuré discloses (the
examples for the TMDM, the common SMD, are given in paesises):

1. SMVID Ontology (defines that Topics have Base Names, Occurrences)
Subject Indication Approach (defines that Topics indicate the
Subjects they represent by Subject Locators and |abatif
2. Subject Equality Decison Approach (defines that Topics having identical
Subject Locators or Identifiers indicate identical Scigje
3. Subject Viewing Approach (defines, in example, that the set of Topic
Names of a merged Topic is the union of the Topic Naete af the
original Topics).

The only generic semantic functionality of Topic Mapshis following objective:
Subject Proxies indicating identical Subjects have toidwed as merged onddnly
this functionality constitutes thsemanticness of Topic Maps Technologies.

Additionally to thisgeneric functionality, a Topic Maps Processing Application
(TMPA) performsapplication specific functionality: for example showing a Base
Name as a string in the left corner of the screde. Semantics of all those application
specific functionality is not revealed by the SMD itself

This implies that Topic Maps Technologies do not definestraantics of the
represented facts (the assertions belonging to SuBjecties): The definition of

3 n our cases a specific syntax implies a specific kfridstances of the data model. Therefore
the existence of a mapping between these instances andndrgtiselomain is necessary.

4 The latest proposal of the TMRM [9] replaces the tefiopic Maps Application”.

5 One might argue, that the creator of a Subject Mapld3isre have to describe the semantics
of the Property Classes of the Subject Proxies, i.enganing of the concept ‘Occurrence’.
But there is no structured way for this semantic modebing its non-existence does not



these semantics is left to the ontology engineerghnire appropriate for that task.
But the ontology engineers should heavily exploit the faat in Topic Maps all
relationships between proxies and their subjects halledefined semantics. That's
the uniqueness of Topic Maps which makes them to &eeahntic technology.

As depicted in the listing above the generic semantic ifumadtty of Topic Maps
is split into two parts:Subject Equality Decision (deciding that Subject Proxies
indicate identical Subjects) an@ubject Proxy Viewing (viewing Subject Proxies
indicating identical Subjects as merged ones).

Why this has to be discussed in the context of Topic Edghange? Section 4
shows that this exchange bases on the request of Subjeamote peer requests
information by indicating the Subject of interest. The ested peer has to decide
whether it can provide a Subject Proxy indicating thantical Subject. This request
scenario is the context of this paper. Therefore thtgest Equality decisions will be
discussed in further detail.

3.2The Subject Equality Decision in the Absence of sharegcabularies

A Topic Maps Processing Application, an application whiabcgsses Subject Maps
according to given disclosures, has to do the Subject BgDalitisions as follows

Subject Equality Decisionsyp; (

Subject Indicatiogvp: (Subject ldentit¥ypject stage):

Subject Indicatiogvp. (Subject Identity,pject stage))
Subject Identity inegration perspecieSubject Stage Subject Stage)

The formalisation asserts, that a TMPA should decide ttha Subject Proxies
indicate identical Subjects (Subject Equality holds) iff frtme current integration
perspective the Subject Stages represented by these Shtjems belong to the
same Subject. Thereby, each Subject Proxy documentdettigion about its own
identity with the means of the governing Subject Indicatiapproach at
documentation time.

As discussed in more detail in [6] section 2.1, Subjeattieis not an absolute
“quality” due to the vague nature of Subjects. Rath&r the result of a perspective
dependent decision process under uncertainty whether Biuiig@ges caught at
different occasions and from different perspectives [Hrime to the same Subject.
(These thoughts are strongly affected by Quine [28], [29]).

The TMPA is governed by a SMihich defines the Subject Equality Decision
Approach that as to be applied. (The index i does indibatstegration perspective.)
This decision has two parameters: the documentation dbibgect Identity of the
first Subject Stage (Subject Indicatign;) and the documentation of the Subject
Identity of the second Subject Stage (Subject Indicafigh It is important to

influence the independent behaviour of a TMPA. Obviouslyd#fmition of the semantics
of an Occurrence item (in TMDM) does not influence the belawaba TMPA.

8 For simplification, in the following the Subject EqualiBecision concerning onlywo
Subject Proxies is discussed.



outline, that the used Subject Indication Approach for dbeumentation of the
decisions about Subject Identity at documentation timebeagoverned by a different
SMD than the Subject Equality decisions at consumptiog.tiA SMD based on the
SIM introduced by this paper might imply such a situation.

Furthermore it is important to outline, that the perdpeadf the decisions about
Subject Identitysupject stage (@t the time of creating the Subject Proxy belonging to
Subject Stage 1), Subject ldentifyec siage 4at the time of creating the Subject Proxy
belonging to Subject Stage 2) and Subject Idepfityiion(at the time of the decision
about Subject Equality) might differ fundamentally. In [6Fton 4, the evolution
from a more technical perspective at documentation tmna special integration
perspective at consumption time is discussed in detail.

The applied approach to Subject Equality decisions defiresdmantics of the
vocabulary (used to create the Subject Proxies) in regp#ot only generisemantic
functionality of Topic Maps Technologies: viewing Subjdetoxies indicating
identical Subjects as merged ones.

To understand the semantic implied by the approachesubje@® Equality
decisions a side glance to linguistics is useful. Lingudistinguish between the
referential and the structuralist paradigm. (Theireddhces are roughly reflected by
the shifting from Wittgenstein's early thoughts to e ones.) In referential
semantics the meaning of a word (as a symbol) is defined tBferent (mostly
outside the language) it refers to. According to the stralist paradigm the meaning
of words is only defined by their usage within the language.

Adopting this spadework we will differ betwedReferential Subject Equality
Decisons andStructuralist Subject Equality Decisions.

The TMDM is a popular SMD adopting an approach to refaxkBtibject Equality
decision. If Subject Proxies’ sets of Subject Identiflassators comprise identical
URLs, they have to be viewed as merged ones. Refewiagdiscrete ‘thing’ is the
only mean for indicating the intended Subject. This appraadbrces a Proxy to
make explicit the Subject it intends to represent.

The premise of structuralist Subject Equality decision @ggres is that the
Subject depends on other Subject Proxies in the Subjgut fe example, the SIM
introduced by this paper assumes, that whenever two $ubjexies are used
similarly, the probability that both indicate identi@lbjects increases. The Subject is
non tangible by any means, because it is emergenthyedeby relationships between
Subject Proxies.

Summarised, the Subject Equality decision has the fallgwstructure:

Subject Equality Decisionsyp; (
Subject Indicatioryyp, Subject IndicatioRype,
Subject Mapsybject Proxys Subject Mapsupject proxg) = true | false

The differences between the formalism introduced above Itfavefollowing
rationale. At the point of time the decision about Subfeguality is made, none
information about Subject Identity is available. Onlg tlocumentation of the result
of these decisions can be used. Additionally, the SubjegsMhich are the origin of
the according Subject Proxies are introduced as paramét@stational is that at
least structuralist Subject Equality approaches miditare all Subject Proxies from
these Subject Maps. At the moment, the decision ahdoje& Equality is a binary



one, whether equality holds or not. In future probatidior fuzzy approaches should
be investigated.

3.3Topic Map Exchange and the absence of shared vocabularies

In the following the previous insights are summarisesk&ich the possibilities of an
absence of shared vocabularies in the context of TopiceMepange.

As shown in Figure 1, the chosen Subject Equality dmtiapproach defines at
consumption time thgemantics of the vocabulary used by the Subject Proxies.

The competition of SMDs between the time of the Subigguality decision
(SMD)) and the time the according Subject Proxies were cg&®ID, ;) implies
different SMD ontologies which have to be handled. Thbsénce of shared
vocabularies’ can be interpreted as the absence afracsBMD ontology.

eferential Subject Structuralist Subject
Equality Decision Equality Decision

-
[T =

%

Subject Map Vocabulary

Subject Map ontology
Subject Map Disclosure ontology

Subject Map Disclosure {SMD)

Topic Map Processing Application

Fig. 1Vocabularies and the Subject Equality Decision

Furthermore each Subject Map (governed by a SMD and ibéogy) is restricted
by an application specific ontology. For example, theetiperson’ can be defined
including further constrains for its instances (i.e. Isglaema language). This specific
ontology is called the SM ontology. The ‘absence lafired vocabulary’ might
include the absence of a shared SM ontology, too.

Finally, inside a Subject Map the vocabulary at the irtstalevel can be
constrained, too. The concept of PSls (Published Sulgeatifiers, [33]) enforces,
that if two Topic Map authors intend to refer to exacllg same Subject (i.e. a
specific book is referred by using the according ISBN), thaye to share these
published vocabularies. The ‘absence of shared vocabutégit even include the
absence of a shared SM vocabulary. The absence ofeisbid vocabulary might be



more important in the case a Referential Subject EquBligision Approach is
applied.

The nested relationships between all different kindsoofbularies imply that the
semantic (in the context of Topic Maps Technologies) dfpacific vocabulary
depends always on all higher layers.

4. Topic Map Exchange — The state of the art

Topic Map exchange is governed by a one-to-many-to-ondgongli:N:1) [19]. One
master requests from N remote peers information ab@&ubgect in interest (1:N).
These remote peers extract their answer set, usu8lybpect Map Fragment, from
their local Subject Map. After receiving, the madias to integrate these different
results into its local repository (N:1Request andIntegration are the tasks of Topic
Map exchange to be solved in the ‘absence of shared vaciaisul Requesting is a
retrieval task: retrieve the most appropriate Sulifeoky from a repository.

Reguest means, that the remote peers might receive SullfaptFragments with
unfamiliar SMD ontology, SM ontology or SM vocabulakynder this uncertainty
they have to decide about Subject Equality. The second péneaequest is the
specification of the Subject Map Fragment which has to &etite requesting peer.

Integration means, that the master has to decide about Subject Ednalitypect
to the received Subject Proxies in uncertainty aboutugesl SMD ontology, SM
ontology and SM vocabulary. This paper does only focushenSubject Equality
decisions. It leaves out the functionality of Subjectvfing.

In the following existing approaches to Topic Map exchange iatroduced,
whereby the arising problems in the absence of shabutaries are emphasised.

4.1The Topic Map Remote Access Protocol (TMRAP)

The Topic Map Remote Access Protocol (TMRAP) [10], [125], [27] is proposed
by Ontopid. It addresses requirements from distributed Topic MapstalPor
integration. If a Topic Map Portal knows other TMR#&#pporting Topic Map Portals
it is enabled to request all information concerning aemiBubject from these
applications. The TMRAP bases on the TMDM (as comnsD and SMD
ontology). In [16] TMViews as “mechanism for describingpat to include when
extracting a fragment from a topic map” is introduced. @&sbeing bounded on the
TMDM, TMViews bases on the knowledge about the used Sidagy.

How does TMRAP address the Subject in interestTMRAP enforces the usage of
a shared SM vocabulary. If a Topic Map Portal requedgtsmation about a given
Subject, it has to declare it by a (set of) Subject Indisaor one Subject Locator.

7 http://www.ontopia.net



Furthermore, it has the opportunity to request informafiom a Topic with a
specific Source Locatér.

Problems arising in the absence of shared vocabularieShat implies that all
communicating Portals have to share a SM vocabulary.

4.2TMShare

TMShare [1] is a P2P information sharing application basad Topic Maps
Technology using the JXTA framewdrkThe aim of TMShare is to allow the
exchange of Topic Map Fragments in a group of interagt@eys. Each peer hosts a
set of ‘private’ Topic Maps in designated back ends. Additlgnit hosts cached
Topic Maps which were received from remote peers. TWShases on the TMDM.

How to address the Subject of interestFrom our perspective, requesting a remote
peer is quite similar to the TMRAP. Furthermore it meguest for all Topics which
satisfy a tolog query [15]. (The latest version of tHdRIAP [14] does define this
opportunity, too.)

Problems arising in the absence of shared vocabularies\s already discussed
concerning the TMRAP all peers have to share the SMibrdary. Using tolog
queries is useful for customising requests. But at leaatl inases where dynamic
predicates or class definitions are used, the usageoqf itoplies that the requesting
peer is familiar with the remote peers’ SM ontologieseer is only able to request
the statement

perforned-by($A : perforner, aisha : song)

if it is familiar with the Association Type ‘performd®¥ and the Role Types
‘performer’ and ‘song’.

4.3The Knowledge Port Approach

Inspired by Bonifacio et al. [7], [8] Schwotzer propostéa Knowledge Port
Approach (described in more detail in [31], [21]). Through Krewledge Port
Approach the Topic Map exchange is contextualized. Simpliffedwledge Ports
(KP) are end points of Topic Map exchange channels witn function of
input/output filters. The peers store all information api¢ Maps.

How to address the Subject of interest?A peer stores three kinds of Topic Maps.
The first reifies the known network structure. Theosal, called content map, is a
Topic Map View about all local information. Additionallyyformation is useful in
dedicated contexts, especially spatial coordinates. TdrerafPoint of Interest (POI)
map is introduced. Generally, each context should be mddidéethe POl map.

8 Requesting a Topic by its Source Locator is used to inabe the local ID is already known,
e.g. from previous requests. Feemantic integration the request of distributed Topic
Fragments by their local IDs is out of interest.

9 http://www.jxta.org



The Topic Map exchange takes place between the peer's édgaviPorts. A
requesting peer describes its demand with Topics from ¢l [Bopic Maps: its
Subject in interest, its current POI, the allowed comication partners within the
network. The Knowledge Ports of the requested peers ntetsh tlemands with their
offer. If all communication parameters fit, Topic Magchange takes place. The
Knowledge Port Approach bases on the TMDM.

Problems arising in the absence of shared vocabulariell communication
parameters (context, partners, Subjects in interestjlefieed by PSls within these
ports. This is a shared SM vocabulary. Whereby for somanpers PSls are
inevitable (i.e. within the POI map), the definitiohthe Subject in interest with the
help of PSIs delimit the power of the approach. Therefarf21] its liaison with the
SIM approach is proposed.

4.4From Federated Topic Maps to TMIP

Barta introduces an approach to federate distributed ialated and non-materialised
Topic Maps [3]. This approach was further developed to TMIRRESTful Topic
Maps Interaction Protocol [4]. TMIP bases on the TMDM.

How to address the Subject in InterestWhile introducing Map Spheres TMIP
always addresses the Subject in interest by using pgttessions of the (future)
Topic Maps Query Language (TMQL).

Problems arising in the absence of shared vocabularieSimilar to the tolog
requests in TMShare and TMRAP, the path expressions ¢dP Tdve bound to an
overall knowledge of the SM ontologies and SM vocabulafitise requested peers.

5. Subject Equality decision approaches besides the TMDM

As shown in Figure 2 different approaches to Subject Bgudikcisions are
imaginable. One has to outline, that each Subject Equlditision approach besides
the TMDM implies a proper SMD.
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Fig. 2 Approaches to Subject Equality decisions besides theNIMD

Naturally, all approaches should operate on the data Inheds instead of the
syntax level.

The first important decision is the differentiationtweeen structuralist Subject
Equality decision approaches and referential Subject Egjagiproaches. The latter
is materialised by the TMDM. As discussed above, the TMBMorces that all
communication partners have to share the SM vocabulary.

In general, two kinds of structuralist approaches argiimable. The first interprets
a Proxy's Subject as a relative value. The SIM introdibgethis paper materialises
this approach. Being a relative value means that thge& Equality between two
Subject Proxies depends on the Subject Equality of all &higect Proxies (which in
turn depends on the Subject Equality which has to be dbcidehe Subject Maps.
Those algorithms do hardly scale.

For effective retrieval of conceptual graphs Sowa Mejumdar proposed the
calculation of feature vectors representing the Sulgé@ conceptual graph as a
concrete value [32]. These vectors are called knowledpetsires of a conceptual
graph. The spatial distance between two knowledge signadefes the semantic
closeness of the according Subjects. Retrieving of Sisbimromes very efficient.
Those knowledge signatures interpret a Proxy's Subjeaftsdute value.

6. The SIM Approach

We have shown that all existing approaches to Topic Malpagxe are bound to the
TMDM. To gain more flexibility, we propose the SIM Appieh. This is a



structuralist Subject Equality decision approach ($¥MDsy). The SIM approach
is independent of a shared SM ontology and SM vocabuartyall Subject Proxies
which are the input of the SIM have to be governed by tHdDW
(SMD;=SMD,=TMDM).

Subject similarity is a weak kind of Subject EqualityeT®IM Approach bases on
the assumption that if two Subject Proxies interact wiithilar Subject Proxies in
similar ways, the probability of their Subject simifa in the current context
increases, too. And if the Subject similarity exceadspecific threshold, Subject
Equality holds.

The SIM Approach has strong relationships to Gentnetisicthire-mapping
theory. “This structural view of analogy is based oa ithtuition that analogies are
about relation, rather than simple features. No mattert kind of knowledge (causal
models, plans, stories, ect.), it is the structuraperties (i.e., the interrelationships
between the facts) that determine the content of algyiglL0]

Furthermore, the SIM approach uses insights from saheratching gained by
Melnik's et al. [23].

For brevity, the SIM Approach will be introduced in ilied detail. The requesting
Topic will be calledT. The fragment of the requesting Topic Map arotingill be
calledF. The fragmenFE consists of all Topics and Associations which ariénfced
by T. Our premise is that the fragmeéhnindicates the Subject which is represented by
T. (In future, TMView introduced by [16] might be used to defithe fragment
properly.)

After the reception oF, the remote peer compares each Topic fFomith each
Topic in the requested Topic Map and calculates a sitgilmeasure (sSimDNA") for
each pair of Topics.

The calculation is done in two iteration steps. Infitet step only the similarity of
the topology is exploited. In the second step additionaley gimilarity of Topics
calculated in the first step is used. After the secoeg, Subject Equality holds for
T's most similar Topic from the requested Topic Map,nfRBNA’ exceeds a specific
threshold.

The similarity of two Topics is calculated as folloviisach Topic has a state of
interaction with its environment which we will calmDNAtype. For example, the
simDNAtype ‘x13tn’ characterises a typed Topic having a Bdame, a Source
Locator and a Subject Identifier. The ‘X’ in the sSimDNp¢ indicates that this Topic
is used for typing purposes in one other Topic of the givagric Map Fragment. A
Topic's simDNAtype is valid according the following reguapression:

Ix*y*z*wrs*1*2*3*t*n*(\(o\))*(\[a\])*/

x,¥,z,w —the Topic is typing a Topic (x), an Associafipn a Topic
Characteristic (z), or an Association Role (w)

s — the Topic is scoping a Topic Characteristic

1,2,3 —the Topic has a Source Locator (1), a Subject g2t
or a Subject Identifier (3)

t — the Topic is typed

n — the Topic has a TopicName

0 => /(v|)t?s*/ — the Topic has an Occurrence (witic@Atype)

a=>/a(tp)*/ - the Topic takes part in an Assocmafisith AssDNAtype)



The similarity of a pair of Topics callesimDNA. It is calculated for each digit of
the simDNAtype. The simDNAtype of thequesting Topic constrains the simDNA
of this pair.

For example, in the first iteration a digit of typectin have the values ‘X’ and ‘1.
‘X' specifies that the requested Topic is not typed, ‘lédfies that the requested
Topic is typed, too. In the second level the value ‘tiainable and specifies that the
typing Topic of the requested Topic and the typing Topic of dugeasting Topic
gained sufficient similarity in iteration step 1.

For each digit of the simDNAtype similar rules areimed. The complexity of
these rules would go beyond the scope of this paper. Tha\g¥mB the sum of the
digits of the simDNA. Basically, the higher the sim®Nthe higher is the similarity
of two Topics. Subject Equality holds for a pair of requestind requested Topics if
they gain the highest sSimDNA’ and this simDNA’ exceedpex#ic threshold.

6.1Assessment of the SIM Approach

For brevity, only some insights from the evaluataoe given. Imagine a Topic Map
which is requested by its own Topics. This test we a@fl @&ssessment. For each
requesting Topic the SIM Approach has to response withwis" in the requested

Topic Map. If for all Topics the twins are returned thkeall is 1. The question is the
behaviour of the SIM Approach if the requesting Topic ismdubmitted environment

are pruned randomly. What happens if randomly only 40 peofeit Names and 60

percent of the Associations are left in the submiftagments? What happens if all
Names and all Associations are pruned in the sudhftagments? The higher the
recall, the better the SIM Approach allows to regid opics in environments with

unfamiliar vocabularies.
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Fig. 3lteration: probTopName [0,1], probAss [0,1]

Fig. 3 shows the result of an experiment with a smalidMap of 20 Topics. The
probability of non-pruning Topic Names (probTopNam) ambn-pruning
Associations (probAss) is iterated in the interval [0Tl] vield statistically firmed
results the calculated recall is the mean of 10 selésssnts.

As already predicted, if probTopNam and probAss areelyéhall is 1, too (see
circle number 1). But, if both probabilities are Be trecall is still 0.53 (see circle
number 2). This implies, even in the case of a masssgof information, wheall
Topic Names andill Associations are pruned, the typing information (typing of
Topics, typing of Occurrences etc, whereby the typing Bogiie pruned, too) and the
information inside the Occurrences is sufficient totgethalf of all Topics correctly.

Furthermore, the naming information has more influerca high recall than the
Topics' participation in Associations (see circle 3).

One has to bear in mind that the algorithm neitherkhasvledge about the used
SM ontology and SM vocabulary nor about the human lagegiaused in the
Occurrences and Topic Names.

In addition, the results already drastically improvenifycsome typing information
bases on a shared SM ontology. This result impligsatcombination of TMDM and
SIM might be useful. In a first step, the Subject Equadiégisions according the
TMDM will be applied. In a second step, this informatieiti be used, to decide for
all Subject Proxies were the first decisions failedetlvbr Subject Equality governed
by the SIM might hold.

This experiment sketches the abilities of the SIM Apghnodor Topic Map
exchange in the absence of a shared SM ontology aneb&albbulary.

Problems of the SIM Approach. The SIM Approach has a number of limitations
which should be introduced in short detail.



« If F and the requested Topic Map grow, complexity increagesisantly.

e Applying the SIM Approach to non-materialised Topic Maf$ is not
possible.

e« The SIM Approach does only yield good results, if theerdisms of
requested and requesting Topics are similar (i.e. the regu@sipic Map
provides small new information). If the requested TopapMrovides only
new information, the SIM Approach fails.

* In cases a requested Topic Map can objectively not providgiz similar to
a requesting Topic, the SIM Approach tends to post a Tadpec. While the
recall tends to be high, the precision tends to be low.

e In contrast to the TMDM, the decisions about Subject Hyuake not
deterministic. The result always depends on the wholeested Topic Map
which might change randomly.

7. Related Work

"For computing the similarities, we rely on the intoitithat elements of two distinct
models are similar when their adjacent elements ardasiin[23] Melnik et al.
introduce and apply a graph matching approach for schemehinmtbased on
flooding of similarity through the graph [23]. Further ythgive a broad overview
about existing matching techniques (which we do not wantebt@sh), mainly
restricted to schema matching [30]. In contrast torttost efforts in information
integration working at the schema level, solutions Topic Maps Technologies
should explicitly target to the integration at theamste level.

Our experiments with Melnik's et al. similarity floodingpgoach in conjunction
with Topic Maps revealed substantial problems to providgracturalist Subject
Equality approach which is independent of SMD ontology, Sitblogy and SM
vocabulary. If Topic Maps are translated into the requdiedcted labelled graphs
(i.e. using Garshol's Foundational Model for Topic Ma@$8][which is today
superseded by the Q model [13]) the number of nodes insreasamously, conjunct
with complexity problems. Additionally, nodes which regresthe TMDM ontology
(i.e. "SOURCE_LOCATOR") exhaust the similarity fronethodes which represent
the SM ontology and SM vocabulary. These results stictiat Melnik's et al.
approach might be very interesting for SMD ontology &hdl ontology matching.
For the more general case of providing a common striistuiGubject Equality
decision method, we had to decide to modify the appragdiifisantly and to bind
the SIM to the TMDM ontology.

Falkenhainer et al. report the implementation of GetgnStructure-mapping
theory through the so called Structure-Mapping Engine.iffipbemented algorithm
has the poor complexity of Og\ too.

Newcomb introduces the Versavant Prdfe@n early versions at the moment of
writing) which provides a Topic Maps Application bus agtas "Subject addressing
engine". This bus allows aligning between different SMifolmgies (and probably

10 http://www.versavant.org



shifting between referential and structuralist Subjedtdation paradigms). Versavant
is further described in [24].

Additionally, Vatant introduces the concept of ‘Hubje¢88]. A Hubject is "a hub
connecting different representations of a subject ingidesame or across different
contexts. [..] Hubjects provide neither semantic intdégtian of the representations
they connect nor absolute indication of the subjef@3]. As far as the sparse
literature about Hubjects allows a Subject Equality decisiethod can be interpreted
as a Hubjectlass.

Guo and Yu proposes the idea "that schema mapping and datanghapght be
carried out simultaneously in a mutually way." [17]. Bmemed by the positive
assessment, the SIM does mutually enhance the matchirity gfiadchema entities
and their data instances, too.

Basically, the issues discussed in this paper are stadated to the idea of
emergent semantics [1].

In [20] and [22] we introduced a more lightweight version of 8kl Approach
(see simpleSIM in Figure 2). This version yielded vergdjresults, but was bounded
to a common SM ontology. The new version of SIM @egeneric.

8. Conclusions and Further Research

We outlined, that Topic Map exchange heavily depends onSthgect Equality
decisions. We discussed this decision in detail, differamgicoetween a referential
and structuralist approaches to Subject Equality decisifes.depicted, that the
‘absence of shared vocabularies’ might include the @lesehshared SMD ontology,
SM ontology and SM vocabulary. We introduced the SIM atracturalist Subject
Equality decision approach which is only bound to a share® SNtology (the
TMDM). In future, the SIM should be disclosed as a Si®n top of the TMDM.

The main challenge of the current SIM Approach is theountled complexity.
Today, the SIM Approach resembles a broadcast seatbinwhe requested Topic
Map. The requesting Topic Map Fragments will be comparel @ath Topic from
the requested Topic Map. Inspired from [36], interpreting tiequest of an
appropriate Topic as a retrieval task, it is imaginabl® each Topic know&
‘similar’ neighbours inside its Topic Map. A requestingpiowill be forwarded
through this network until it reaches its merging partiée. assume that only a few
hops are sulfficient to find this Topic (in contrasttte broadcasting approach today).

Additionally, the idea of Knowledge Signatures introduced bwes might be
interesting to reduce the complexity.

Furthermore, the usage of the SIM approach might be ajiego evolve a
future TMQL towards a probabilistic query language, likebpbilistic Datalog [11].
Such a probabilistic query language might allow requeséinmpte Topic Maps like:

topicrm($TYPE, 0.5 personnyz)? — bind all Topics in Topic Map 1 (TM1) to
the variable $TYPE which are with a probability ofedst 50% similar
to the Topic with id ‘person’ in Topic Map 2 (TM2).



instance-of v ($TYPE, $TOPIC), topicmv($TYPE, 0.5 personny,)? — bind all
Topics in TML1 to the variable $TOPIC which are of thges specified
by $TYPE.

Besides these ideas of future research, the SIM appliethenintroducing
example's cooking network would bring the chef interestadasting lamb loins to
the traditional French recipe for roasted lamb leg chBpth handles with rosemary,
green beans, lamb ...
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